
SPEECH RECOGNITION USING NEURAL 
NETWORK FOR CONTROLLING ROBOT 

Prof.Lalita Moharkar, Mr.Harsh Sindhwa, Miss.Tejashri Tambe, Miss.Supriya Yenaganti 

 

 

Abstract— Voices of different people of various ages in a silent and noise free environment by a good quality microphone are recorded. These recorded 

speech signals are recognized using back propagation algorithm in neural network. Same digits of duration 4 seconds is spoken by these people. These 
spoken digits are then converted into wave formats. Then features of the recorded samples are extracted by training these signals using LPC. Learning 
is required whenever we don’t have the complete information about the input or output signal. At the input stage, 210 samples of each digits are applied, 
then through hidden layers these are passed to output layer. These networks are trained to perform tasks such as pattern recognition. Then this speech 
signal is used for controlling robot 

 

Index Terms— Linear predictive code(LPC),Neural networks(NN), Back propogation (BP),Self Organizing Map(SOM) 

 

——————————      —————————— 

1 INTRODUCTION                                                                     

HE system extracts parameters from the input speech 
signal to represent vocal characteristics and uses these 
information to build representative speech model. 

Speech could be a useful interface to interact with machines. 
Speech recognition is facing a lot of problems due to variations 
occurred in speech including the variations because of age 
,sex, speed of speech signal, emotions, conditions of speaker 
can cause the difference in the pronunciation of different 
persons. In speech recognition process an signal is captured by 
microphone. These recorded signal was recognized by  using 
back propagation in  Neural  Network. This recognized speech 
signal is given to controlling robot. 

  

2   METHODOLOGY 

 
2.1 Block Diagram 
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Fig. 1.0 BLOCK DIAGRAM 

. 
2.1.1   Feature Extraction 

    Features are an extremely more refined and compressed 

input to the neural network. So based on theoretical and prac-

tical operation, we will extract features from the frames. 

 

2.1.1.1   Capturing the signal 
    First step in processing part is to capture the signal we need. 
The signal obtained from human is an analog signal. While 
storing the speech signal to a computer, the analog signal 
needs to be digitized first. When people speak something on 
microphone, this analog signal pressurizes the air and then 
this analog electric signals goes to the microphone. Analog 
speech digitization has two steps viz Sampling and Quantifi-
cation.  
 
2.1.1.2   Silence Removal 
     The silence signal does not contain any information and is 
of no use to the speech sysytem. If we do not remove the si-
lence signal it will make the processing of the system larger 
and consume more time and space while getting information 
or features from the signal. So only the signal part which con-
tains the actual speech content is useful for recognition 
. 

2.1.1.3   Normalization 
      Normalization is a method which adjusts the volume of 
audio files to a standard level. The normalization of the signal 
is done in a simple and unique way for example scaling, and 
offsetting the signal so that it falls between levels -1 and +1. 
 
2.1.1.4   Pre-emphasis 
 Pre-emphasis is a very simple signal processing method which is 
used to increase the amplitude of high frequency bands and de-

crease the amplitudes of lower bands, this process  boosts the 

energy in high frequency which will give more information for 

the further process and also will improve the signal for same 

frequency. Then this signal is framed .The width of the signal 
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is generally about 30 mS with an overlap about 20 mS that’s 

mean it’s shifted generally 10 mS. Each frame contains N  

number of sample points of the speech signal. If the frame is 

short, then it will not get the enough samples to estimate the 

reliable spectral that is the reason why we need to select the 

frame signal into 20-40mS frame which will gives throughout. 

 
2.1.1.5   Windowing 
     An audio signal is an unstable signal, meaning.  In a very 
out a short segment of the speech signal .The time for which 
the signal is considered for processing is called a window, and 
the data acquired in a window is called a frame. 
 
2.1.1.6   Linear Predictive Coding 
     LPC analyzes the speech signal by estimating the formants, 
removing their effects from the speech signal, and estimating 
the intensity and frequency of the remaining buzz. LPC is fre-
quently used for transmitting spectral envelope information, 
and as such it has to be tolerant of transmission errors. Trans-
mission of the filter coefficients directly is undesirable, since 
they are very sensitive to errors. 

 

3 NEURAL NETWORK 

 
An Artificial Neural Network (ANN) is an information processing 
paradigm that is inspired by the way of biological nervous system, 
such as the brain process information. The key element of this para-
digm is the novel structure of the information processing system. It 
is composed of a large number of highly interconnected processing 
element working in unison to solve specific problems. An ANN is 
configured for a specific application such as pattern recognition or 
data classification through a learning process. Neural networks are 
interesting because of their potential use in prediction and classifi-
cation problems. Neural networks are nonlinear data driven self 
adaptive powerful tools for modeling, especially when the underly-
ing data relationship is unknown. In artificial neural networks have 
been applied successfully to speech recognition, image analysis and 
adaptive control, in order to construct software agents (in computer 
and video games) or autonomous robots. Most of the currently em-
ployed artificial neural networks for artificial intelligence are based 
on statistical estimations, classification optimization and control 
theory. 
 The cognitive modeling field involves the physical or mathematical 
modeling of the behaviour of neural systems, ranging from the indi-
vidual neural level (e.g. modeling the spike response curves of neu-
rons to a stimulus) through the neural cluster level (e.g. modeling 
the release and effects of dopamine in the basal ganglia) to the 
complete organism (e.g. behavioural modeling of the organism’s 
response to stimuli). Artificial intelligence cognitive modeling, and 
neural networks are information processing paradigms inspired by 
the way biological neural systems process data. 
Neural networks have been used in classification problems, speech 
recognition, stock market prediction and performance analysis, pat-
tern matching, natural language procession, vision processing. Signal 
processing, image processing, decision making, optimization and 
control systems. 
 

 
Characteristics of neural networks: 
                                                                                                                                     

 Learn by Example 

 Mapping Capabilities 

 Robust Systems  

 Fault Tolerant 

 Parallelism 

 Flexibility 

 Adaptive Learning 

 Ability 

 Self Organization 

 
3.1 Back Propogation 

 

 
Fig.1.1 Back Propogation 

Back Propagation algorithm is used to train feed forward neu-

ral. It has two phases that is forward and backward pass 

phase. In forward pass phase, computes the function signal to 

get the output for input to hidden layer and hidden to output 

layer. In backward pass phase, computes the error signal to get 

the output for backward form. 

Algorithm: 

Step 1: Initialization 

Step 2: Consider at random weight and input value. 

Step 3: Do forward pass through the net to produce output. 

 I/O applied 

 Multiplied with weight 

 Summarized (Produced net value) 

 ‘Squashed’ by sigmoid activation function. 

 Output passes to each neurons of the next 

layer. 

Step 4: Computes the activation signal for input to hidden and       

hidden to output layer using step 2.  

Step 5: Computes the error over the output neuron by compar-

ing desired with actual output. 
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Step 6: Use the error to computes the change in hidden to out-

put and input to hidden weights value 

Step 7: Update the weight value. 

Step 8: Repeat step 3-6 until network is not train. 

4 RESULTS 

Step 1: We recorded the speech signal of an individual                                     

3 times using normalisedlpc.m file. 

Step 2: We took about 150-210 samples of speech signal. 

Step 3: We saved the database using Matlab file. 

Step 4: Then we trained it using BP algorithm, we took about 

150 iterations. 

Step 5: We then successfully predicted the speech signal. 

 

 

Fig.1.2 Extracted digit 

 

 

 Fig.1.3 Neural Network training output 

 

Fig.1.4 Record voice as digit  
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     Digit            Accuracy 

         0                 90% 

         1                 80% 

         2                 75% 

         3                 70% 

         4                 70% 

         5                 80% 

         6                 50% 

         7                 50% 

         8                 65% 

         9                 50%    

Table 1.0 Accuracy Table 

5 FUTURE SCOPE 

The speech recognition system can be easily given to the 
hardware system. There are various applications which can be 
controlled by the speech system. Recognized speech can be giv-
en to control devices viz lights,fans etc.We will design a wheel-
chair which will be able  to take speech input accurately. 

 

6 CONCLUSION 

In this paper we conclude that neural networks can be very 
powerful model for the classification of speech signals. Some 
types of simplified models can recognize the small set of 
words. The performance of the neural networks is being im-
pacted largely by the pre-processing technique. Although 
none of the approaches proved to be good enough for practi-
cal purposes with the present extent of development, they 
were good enough to prove that translating speech into trajec-
tories in a feature space works for recognition purposes. The 
human speech is an inherently dynamical process that can be 
properly described as a trajectory in a certain feature space. 
Even more, the dimensionality reduction scheme proved to 
reduce the dimensionality while preserving some of the origi-
nal topology of the trajectories, i.e. it preserved enough infor-
mation to allow a good recognition accuracy. It is interesting 
to note that despite the fact that the SOM (Self Organizing 
Map) has been used in the speech recognition field for more 
than a decade, nobody has used it to produce trajectories, but 
only to generate sequences of labels. Finally, the new ap-
proach developed for training the neural network’s architec-
ture proved to be simple and very efficient. It reduced consid-
erably the amount of calculations needed finding the correct 
set of parameters.If the traditional approach had been used 
instead, the amount of calculations would have been higher. 
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